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#### Abstract

Consider an unknown function $L(\cdot):\{1, \cdots, d\} \rightarrow\{1, \cdots, r\}$ with range $R=$ $\{L(i) \mid i=1, \cdots, d\}$. Given $d, r, \epsilon, \delta>0$ we show how to compute an estimate $\tilde{p}$ such that with probability at least $1-\delta$ we have $||R| / r-\tilde{p}| \leq \epsilon \tilde{p}$. This is an estimate with a fixed relative error, which is stronger than finding an estimate with a fixed absolute error. This calculation can be performed efficiently in one pass through the domain of $L$ (allowing the the method to be used in online situations) using only $O\left(\log r(\log \log r+\log 1 / \delta) / \epsilon^{2}\right)$ words of storage. The method is based on pairwise-independent pseudo-random variables.
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## 1 Problem and Notation

Assume we have access to an unknown function $L(\cdot):\{1, \cdots, d\} \rightarrow\{1, \cdots, r\}$ and memory of size polynomial in $\log (r), \log (1 / \delta), 1 / \epsilon$. Let $R$ be the range of $L(\cdot):\{L(x) \mid x=1, \cdots, d\}$. Our question is: can we estimate $p=|R| / r$ to within a small relative error? We assume that $L(\cdot)$ is available only in an online fashion. That is we are given $d, r, \delta, \epsilon>0$ and have access to an oracle that returns the tuple ( $i, L(i)$ ) on the $i$ th access (results after $d$ th access undefined). However, for convenience we will argue as if we had direct read-once access to $L(\cdot)$.

Our interest in this problem arose after solving a problem in combinatorial chemistry [5] using a dynamic programming approach [1]. We developed an algorithm that could find all solutions to a problem subject to certain

[^0]additional side-constraints. We then had access to all solutions of the original problem by enumerating all possible settings for the side-constraints. We wanted to know how many solutions the original (unaltered) problem admitted. We considered an online formulation for the following reasons. The same solution could occur for many different settings of the side-constraints. The solution method was expensive. More solutions were found than we could store, yet solutions were very rare.

The difficult case to estimate is when simultaneously $R$ is too large to store and $|R| / r$ is so small that we can not explicitly store the description of a sample of $\{1, \cdots, r\}$ large enough to have a good chance of hitting $R$. We exhibit a simple probabilistic algorithm that can determine an estimate $\tilde{p}$ such that $||R| / r-\tilde{p}| \leq \epsilon \tilde{p}$ in only one pass through the domain of $L$ and using only $O\left(\log r(\log \log r+\log 1 / \delta) / \epsilon^{2}\right)$ words of storage. The parameter $\delta$ is the odds that the algorithm fails.

Our solution is based on the observation: if we could draw a sample $S \subset$ $\{1, \cdots, r\}$ uniformly at random such that $|S|=k / \epsilon^{2} p$ (for some constant $k$ ), then with high probability we have both that $|S \cap R| /|S| \approx|R| / r=p$ and that $|S \cap R| \in O\left(1 / \epsilon^{2}\right)$ independent of $p$. This observation follows from Stockmeyer's $\log \log r$ approximate counting scheme [7] or Sipser's Coding Lemma [6]. We produce a pairwise-independent sample, $S_{a, b}$, that requires only a constant number of $O(\log r)$ sized words of storage to specify. We show that with probability $\geq \frac{3}{4}$ we have both that the sample has nearly the correct density $(p)$ and that $\left|S_{a, b} \cap R\right|$ is small $\left(O\left(1 / \epsilon^{2}\right)\right.$ words). To simplify our proofs we work with $\left|S_{a, b} \cap R\right| / \mathrm{E}\left[\left|S_{a, b}\right|\right]$ (an estimate of the density of our sample) instead of the true sample density $\left|S_{a, b} \cap R\right| /\left|S_{a, b}\right|$. We exhibit a procedure, called scan, that produces an independent family of such samples so that with overwhelming odds a good estimate can be found. The procedure scan itself requires a rough estimate of $p$ to design its samples. A procedure called est that finds such an estimate by attempting a geometric sequence of values against scan.

The relationship between random generation and counting is already very well understood [2], our formulation emphasizes limited space in an online setting and computing within a relative error $\epsilon$ (treated as a parameter rather than a constant) instead of an absolute error. Standard methods require one of $|R|$, $r /|R|$ or $\max _{x, y \in R}|\{i \mid L(i)=x\}| /|\{i \mid L(i)=y\}|$ to be bounded by a polynomial (we do not).

For integers $x, r(r>0)$ we define $<x>_{r}$ to be the unique integer $y$ such that $0 \leq y \leq r-1$ and $r$ divides into $x-y$ evenly. For technical reasons we assume that $r$ is a prime number.

## 2 Method

We define a procedure called $\underline{\operatorname{scan}}(d, r, u, L(\cdot), \gamma, \epsilon)$. As above, $d$ is the cardinality of the domain, $r$ is the cardinality of the co-domain (and prime), and $u$ is a bound $(0<u \leq 1)$ such that $u \geq p=|R| / r$. The function $L(\cdot)$ takes an integer from $\{1, \cdots, d\}$ and returns an integer from $\{1, \cdots, r\}$. We define $\gamma, \epsilon$ as two control parameters $(0<\gamma \leq 1,0<\epsilon \leq 1)$. The procedure scan returns either ("estimate", $\tilde{p}$ ) where $\tilde{p}$ is such that $|p-\tilde{p}| \leq \epsilon \tilde{p}$ or returns ("bound", $\tilde{p}$ ) which means that we have a probabilistic proof that $p \leq \tilde{p} \leq u / 2$ or returns ("failure", 1 ). We prove that scan returns a correct "estimate" or "bound" with probability at least $1-\gamma$. This procedure simulates drawing a pseudo-random sample $S_{a, b}$ that is usually of size $m$ (defined below). The procedure then attempts to compute $\left|S_{a, b} \cap R\right|$, which can be done as long as $\left|S_{a, b} \cap R\right| \leq l$ (where $l$ is our space-bound). If $\left|S_{a, b} \cap R\right|>l$ the sample is considered a failure (we account for the bias this introduces). The sample $S_{a, b}$ is the set of all $i$ such that $<a \times i+b>_{r}<m$. The size of the sample varies $\left(\left|S_{a, b}\right|=m\right.$ if $a \neq 0$ otherwise it is 0 or $r$, depending on $b$ ), but we have $\mathrm{E}\left[\left|S_{a, b}\right|\right]=m$. We show that with significant probability the computation can be completed within the space-bound and we have $\left|S_{a, b} \cap R\right| / \mathrm{E}\left[\left|S_{a, b}\right|\right] \approx p$. Using a median finding trick we show, with probability at least $1-\gamma$, a moderate number of repetitions, which can be performed in parallel, are sufficient to guarantee that scan does not return "failure" and and the returned "bound" or returned "estimate" is correct. A second procedure est produces the necessary bounds for scan and completes the argument. For notational clarity (e.g. avoiding some subscripts) scan and est are described as making multiple passes through the domain of $L(\cdot)$. The onepass or online/oracle implementation should be obvious and is our primary interest.

We define the procedure scan:

```
procedure scan \((d, r, u, L(\cdot), \gamma, \epsilon)\)
    set tol \(=\epsilon u / 2(1+\epsilon)\) (the working tolerance)
    set \(m=\left\lceil\frac{64(1+\epsilon)^{2}}{\epsilon^{2} u}\right\rceil\) (the target sample size)
    set \(l=\lceil(u+\mathrm{tol}) m\rceil+2\) (how many of the samples we can count)
    set \(t=\left\lceil 12 \log \frac{1}{\gamma}\right\rceil+1\) (the number of trials)
    if \(\max (l, m, 1 / u) \geq \min (d, r)\) then \(\{\)
        return explicit count: ("estimate", \(|R| / r\) )
        (if this requires more than \(l\) words of storage return ("failure", 1))
    \}
    for \(h=1, \cdots, t\) do \(\{\)
        pick \(a_{h} \in\{0, \cdots, r-1\}\) uniformly at random
        pick \(b_{h} \in\{0, \cdots, r-1\}\) uniformly at random
        \(\underline{\text { set }} V_{h}=\{ \}, z_{h}=0, i=1\)
        while \(i \leq d\) and \(z_{h} \neq \infty\) do \(\{\)
            if \(<a_{h} \times L(i)+b_{h}>_{r}<m\) and \(L(i) \notin V_{h}\) then \(\{\)
                if \(\left|V_{h}\right| \leq l\) then \(\{\)
                    set \(V_{h}=V_{h} \cup\{L(i)\}\)
                    \} else \{
                        set \(z_{h}=\infty\)
                \}
            \}
            set \(i=i+1\)
        \}
        if \(z_{h} \neq \infty\) then set \(z_{h}=\left|V_{h}\right| / m\)
    \}
    set \(\tilde{p}=\) any median of \(z_{1}, z_{2}, \cdots, z_{t}\)
    if \(\tilde{p}\) is \(\infty\) then return ("failure",1)
    if \(\tilde{p} \geq u / 2(1+\epsilon)\) then return ("estimate", \(\tilde{p}\) )
    return ("bound", \(\tilde{p}+\) tol)
endprocedure
```

We have, for clarity, left open how the sets $V_{h}$ are maintained. We can assume that some efficient, $O\left(\log \left|V_{h}\right|\right)$ time per access, method is used.

Theorem 1 If $u \geq p$ then in procedure scan for each $h$ :

$$
\operatorname{Pr}\left[z_{h}=\infty \text { or }\left|z_{h}-p\right| \geq \epsilon u / 2(1+\epsilon)\right]<\frac{1}{4} .
$$

Proof: Using the assumption that $u \geq p$, there is nothing to show unless $\max (l, m, 1 / u)<\min (d, r)$. For each $h=1, \cdots, t$ and $j \in R$, define a random variable (random in the choice of $a_{h}, b_{h}$ ):

$$
\zeta_{h, j}=\left\{\begin{array}{l}
1<a_{h} \times j+b_{h}>_{r}<m \\
0 \text { otherwise }
\end{array} .\right.
$$

Observe that the $\zeta_{h, j}$ are identically distributed, and that $\operatorname{Pr}\left[\zeta_{h, j}=1\right]=m / r$ and that $\zeta_{h, j}, \zeta_{h, k}($ for $j \neq k)$ are pairwise-independent (see [3]). Define

$$
\zeta_{h}=\frac{1}{m} \sum_{j \in R} \zeta_{h, j} .
$$

We have $l \geq(u+\epsilon u / 2(1+\epsilon)) m$ so it is sufficient to show $\operatorname{Pr}\left[\left|\zeta_{h}-p\right| \geq \frac{\epsilon}{4(1+\epsilon)} u\right]<\frac{1}{4}$. By the Chebychev inequality [3,4] we have

$$
\operatorname{Pr}\left[\left|\zeta_{h}-p\right|>\frac{\epsilon}{4(1+\epsilon)} u\right] \leq \mathrm{E}\left[\left(\zeta_{h}-p\right)^{2}\right] /\left(\frac{\epsilon u}{4(1+\epsilon)}\right)^{2}
$$

$$
\begin{aligned}
\mathrm{E}\left[\left(\zeta_{h}-p\right)^{2}\right] & =\mathrm{E}\left[\left(\frac{1}{m} \sum_{j \in R}\left(\zeta_{h, j}-\frac{m}{r}\right)\right)^{2}\right] \\
& =\mathrm{E}\left[\frac{1}{m^{2}} \sum_{j \in R} \sum_{k \in R}\left(\zeta_{h, j}-m / r\right)\left(\zeta_{h, k}-m / r\right)\right]
\end{aligned}
$$

(by pairwise-independence) $=\mathrm{E}\left[\frac{1}{m^{2}} \sum_{j \in R}\left(\zeta_{h, j}-m / r\right)^{2}\right]$
$($ by identical distribution $)=\frac{1}{m^{2}} \operatorname{prE}\left[\left(\zeta_{h, 1}-m / r\right)^{2}\right]$

$$
=\frac{1}{m^{2}} \operatorname{pr}\left(\frac{m}{r}\right)\left(1-\frac{m}{r}\right)
$$

$$
<p / m
$$

Because $u \geq p$ and $m \geq 64(1+\epsilon)^{2} / \epsilon^{2} u$ we have:

$$
\operatorname{Pr}\left[\left|\zeta_{h}-p\right| \geq \frac{\epsilon}{4(1+\epsilon)} u\right]<\frac{p}{m} /\left(\frac{\epsilon u}{4(1+\epsilon)}\right)^{2} \leq 1 / 4
$$

Theorem 2 If $u \geq p$ then procedure scan returns ("estimate", $\tilde{p}$ ) such that $|\tilde{p}-p| \leq \epsilon \tilde{p}$ or ("bound", $\tilde{p}$ ) such that $p \leq \tilde{p}<u / 2$ with probability at least $1-\gamma$.

Proof: Again, assuming $u \geq p$, there is nothing to show unless $\max (l, m, 1 / u)<\min (d, r)$. For each $h=1, \cdots, t$, define

$$
s_{h}=\left\{\begin{array}{l}
1 z_{h}=\infty \text { or }\left|z_{h}-p\right| \geq \epsilon u / 2(1+\epsilon) \\
0 \text { otherwise }
\end{array}\right.
$$

Let $g$ be the index such that $z_{g}=\tilde{p}$ is the median of $z_{1}, \cdots, z_{t}$ picked by algorithm scan. The ordering of the $z_{h}$ 's is a refinement of the ordering of the $s_{h}$ 's, so $s_{g}$ is itself a median of $s_{1}, \cdots, s_{t}$. The $s_{h}(h=1, \cdots, t)$ are $\left\lceil 12 \log \frac{1}{\gamma}\right\rceil+1$ independent random variables with $\mathrm{E}\left[s_{h}\right]<1 / 4$ (by Theorem 1); using Jerrum, Valianta and V. Vazirani's Lemma 6.1 [2] we see that with probability at least $1-\gamma$ we have that $s_{g}=0$. When this is the case we have $|\tilde{p}-p|<\epsilon u / 2(1+\epsilon)$. If $\tilde{p} \geq u / 2(1+\epsilon)$ then scan returns $\tilde{p}$ as an "estimate" and we have $|\tilde{p}-p| \leq \epsilon \tilde{p}$. Otherwise $\tilde{p}<u / 2(1+\epsilon)$ and scan returns "bound", which is correct since we have $p \leq \tilde{p}+\epsilon u / 2(1+\epsilon)<\frac{1}{2} u$.

We now have enough tools to state our overall algorithm $(d, r, L(\cdot), \delta, \epsilon$ are defined as before).
procedure est $(d, r, L(\cdot), \delta, \epsilon)$
set $w=\left\lceil\log _{2} r\right\rceil+1$
for $s=0, \cdots, w$ do $\{$
$\underline{\text { set }}\left(\right.$ message $\left._{s}, \tilde{p}_{s}\right)=\underline{\mathbf{s c a n}}\left(d, r, 2^{-s}, L(\cdot), \delta /(w+1), \epsilon\right)$
\}
set $\left(\right.$ message $\left._{w+1}, \tilde{p}_{w+1}\right)=($ "failure", 1$)$
set $s=0$
while message ${ }_{s}$ is "bound" do \{
set $s=s+1$
\}
return $\left(\right.$ message $\left._{s}, \tilde{p}_{s}\right)$
endprocedure

We point out that all of the results from the "for s" loop of est can be computed in a single pass through the domain of $L(\cdot)$ using only $O\left(\log r(\log \log r+\log 1 / \delta) / \epsilon^{2}\right)$ words of storage. This can be accomplished by reversing the nesting of the "for s" loop in est with the "while i" loop in scan and maintaining a separate copy of each variable in scan for each value of $s=0, \cdots, w$. Therefore we can apply our algorithm in an online setting.

After this data is assembled, est examines some of the returned "messages" in order. Let $k$ be the larger integer such that $2^{-k}>=p$. For each $s=0, \cdots k$ algorithm scan was called with a correct upper bound for $p$. For each of these calls to scan Theorem 2 applies and we have that the returned information (message ${ }_{s}, \tilde{p}_{s}$ ) is correct with probability at least $1-\delta /(w+1)$. The disjointunion bound tells us with probability at least $1-(k+1) \delta /(w+1) \geq 1-\delta$ we have: all of (message $\left.{ }_{0}, \tilde{p}_{0}\right)$ through ( message $_{k}, \tilde{p}_{k}$ ) are correct. When this is the case we have message ${ }_{s}=$ "bound" for $s<k$, message $_{k}=$ "estimate" and no (message ${ }_{s}, \tilde{p}_{s}$ ) with $s>k$ is examined by est. So with probability at least $1-\delta$ algorithm est returns a bound within the desired tolerance.

We note an obvious variant of the above algorithm would be to change the
upper bound by a factor of $1+\epsilon$ (instead of 2$)$ at each stage. Then scan would only have to verify the given estimate, but this would blow up the number of stages needed by est by a factor of $O(1 / \log (1+\epsilon)) \approx O(1 / \epsilon)$.

## 3 Sampling

Another problem is generating a sample $x$ such that $x \in R$ and $\operatorname{Pr}[x=y \mid y \in$ $R] \approx 1 /|R|$. One can, of course, use the counting methods of [2], but a simple direct method would be of interest.

A natural candidate method is to choose $a$ uniformly at random from $\{0, \cdots, r-1\}$, choose $b$ uniformly at random from $\{0, \cdots, r-1\}$ and set $S_{a, b}=R \cap\left\{i \mid i=1, \cdots, r\right.$ and $\left.<a \times i+b>_{r}<m\right\}$. If $\left|S_{a, b}\right| \leq l(l$ as in procedure scan) we return $x$ picked uniformly at random from $S_{a, b}$, otherwise we return "failure." Unfortunately, $x$ is not always nearly uniformly distributed in $R$. This is not due to the rejection of sets $S_{a, b}$ where $\left|S_{a, b}\right|>l$. The reason is that, even though the random variables

$$
\chi_{x}=\left\{\begin{array}{l}
1 x \in S_{a, b} \\
0 \text { otherwise }
\end{array}\right.
$$

are identically distributed for all $x \in R$ (even pairwise-independent) the random variables

$$
\rho_{x}= \begin{cases}1 /\left|S_{a, b}\right| & x \in S_{a, b} \\ 0 & \text { otherwise }\end{cases}
$$

are not identically distributed for all $x \in R$.
An example of this is found by examining the multiplication table of the group $\mathbb{Z}_{7}$ which corresponds in our algorithm to: $d=7, r=7, m=4, R=\{1,2,3,4\}$. We see that the image of symbol 4 (under the mapping $x \rightarrow<a \times x+b>_{r}$ ) can occur alone (pick $a=1, b=3$ ) but that the image of symbol 2 never occurs in a sample by itself. The image of symbol 2 is always in-between the image of two other symbols from $\{1,3,4\}$ that are within 5 units from each other (so any 4 -unit window over the image of 2 picks up one of the other symbols). Thus 4 occurs in sets $S_{a, b}$ where $\left|S_{a, b}\right|=1$, and 2 does not. In fact the sampling method mentioned above generates the symbol 4 more often than the symbol 2.
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